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Abstract— The development of Automated Driving Systems
(ADSs) has advanced significantly. To enable their large-scale
deployment, the United Nations Regulation 157 (UN R157)
concerning the approval of Automated Lane Keeping Systems
(ALKSs) has been approved in 2021. UN R157 requires an
activated ALKS to avoid any collisions that are reasonably
preventable and proposes a method to distinguish reasonably
preventable collisions from unpreventable ones using “the
simulated performance of a skilled and attentive human driver”.
With different driver models, benchmarks are set for ALKSs
in three types of scenarios. The three types of scenarios
considered in the proposed method in UN R157 assume a
certain parameterization without any further consideration.

This work investigates the parameterization of these scenar-
ios, showing that the choice of parameterization significantly
affects the simulation outcomes. By comparing real-world
and parameterized scenarios, we show that the influence of
parameterization depends on the scenario type, driver model,
and evaluation criterion. Alternative parameterizations are pro-
posed, leading to results the are closer to the non-parameterized
scenarios in terms of recall, precision, and F1 score. The study
highlights the importance of careful scenario parameterization
and suggests improvements to the current UN R157 approach.

I. INTRODUCTION

Automated Driving Systems (ADSs) are expected to en-
hance traffic safety by eliminating human errors, providing
more comfortable rides, and reduce traffic congestion [1].
Lower levels of automation, such as adaptive cruise control
[2] and lane-keeping assist systems [3], are already common
in modern vehicles. Initially, the deployment of higher au-
tomation levels (SAE level 3 and above [4]) was hindered
by regulations requiring a human driver to be in charge, as
per the Vienna Convention on Road Traffic of 1968 [5].

The World Forum for Harmonization of Vehicle Reg-
ulations approved the United Nations Regulation 157
(UN R157) in 2021 for the approval of ADSs, titled “Uni-
form provisions concerning the approval of vehicles with
regard to Automated Lane Keeping Systems (ALKSs)" [6].
This is the first regulation considering an automated system
that fully takes over the driving task of a human driver for
part of the ride. This regulation states that “the activated
system shall not cause any collisions that are reasonably
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foreseeable and preventable” [6, Clause 5.1.1]. A method
is proposed in [6, Annex 3, Appendix 4] to distinguish
scenarios with preventable collisions from scenarios with un-
preventable collisions “based on the simulated performance
of a skilled and attentive human driver”. Based on human
driver models, benchmarks are set for ALKSs in three types
of scenarios. The three types of scenarios considered in the
proposed method in UN R157 assume specific parameteri-
zations without further consideration.

In this work, we investigate the parameterization of the
three types of scenarios in UN R157. While parameterizing
scenarios enables statistical analyses of the performance of
an ADS, the identification of potential failures of the ADS,
and the upscaling of scenario-based testing, the particular
choice of parameterization appears to have a significant
influence on the outcome of the assessment. We show this by
comparing the simulated performance of the driver models
with scenarios as observed in real-world data as well as
the same scenarios in a parameterized form. The results
show that the choice of the parameterization has a significant
influence on the outcome of the simulated performance that
should not be neglected. We also show that the influence
of the parameterization not only depends on the type of
scenario, but also on the driver model and the test criteria that
are used to evaluate the simulated performance. For each type
of scenario, we propose several alternative parameterizations,
and we demonstrate that other choices of scenario parame-
terization are leading to results that are closer, in terms of
recall, precision, and F1 score, to the results with the real-
world, non-parameterized scenarios.

This work is structured as follows. We first explain why
and how scenarios are parameterized in Section II. Our
proposed method for analyzing different parameterizations
is presented in Section III. Section IV explains how we
illustrate our method in a case study based on the UN R157
scenarios, with results shown in Section V. Sections VI
and VII provide a discussion and conclusions, respectively.

II. BACKGROUND

As mentioned in the introduction, the choice of scenario
parameterization significantly impacts assessment outcomes.
This raises the question: should scenarios be parameterized?
To address this, we first explain the benefits of parameter-
ization in Section II-A, followed by a review of works on
scenario parameterization for assessing ADSs in Section II-
B.



A. Why parameterizing scenarios?

Parameterizing scenarios enables comprehensive testing
beyond observed road scenarios. Since the number of sce-
narios an ADS must be able to handle is virtually infinite,
extensive testing with varied scenarios is essential. Relying
solely on observed scenarios for testing would be impractical
and costly as well as making the execution of all test
scenarios infeasible.

Another reason to parameterize scenarios is to facilitate
statistical analysis. By parameterization, we can estimate
probability density functions for the parameters, allowing us
to assess scenario exposure and quantify the risk associated
with an ADS [7].

For assessing an ADS, it is essential to identify the
scenarios it might encounter during its lifetime. A detailed
representation of scenarios, with all state variables defined
over time, would result in an impractically large number
of scenarios. Instead of listing each scenario individually,
we can use ranges of valid parameter values to define the
scenarios an ADS must handle. The term “logical scenario,”
introduced in [8], refers to these scenario descriptions with
parameter ranges. As shown in [9], [10], using parameter
ranges also helps determining the bounds of reasonably
foreseeable scenarios.

Due to the vast number of scenarios, assessing ADSs
heavily relies on simulations. However, it is impossible
to simulate every possible scenario. Consequently, research
has focused on minimizing the number of simulations by
targeting scenarios where the ADS exhibits critical behavior.
A well-known method for this is importance sampling, which
automatically selects scenarios for simulation to reduce the
number of simulations needed while still providing sufficient
confidence in the assessment results, e.g., see [11]–[13]. This
would not be possible if scenarios would not be parameter-
ized.

B. How to parameterize scenarios?

In UN R157, three different types of scenarios are con-
sidered: cut-in, cut-out, and Leading Vehicle Deceleration
(LVD). The parameters of those scenarios are selected with-
out further explanation. This approach is also common in
many other studies, where specific parameterizations are cho-
sen without additional justification or detailed consideration,
e.g., see [9]–[13].

A common challenge with parameterizing scenarios is the
so-called “curse of dimensionality”, where the complexity
of estimating statistics and/or performing numerical compu-
tations grows exponentially with the number of parameters.
Therefore, reducing the number of parameters is desirable.
Several studies focus on techniques for parameter reduction,
e.g., see [14], [15]. In [14], a metric is proposed to find
the optimal balance between minimizing the number of
parameters for reliable statistics and maximizing parameters
to reduce information loss. However, this metric does not
account for the impact of parameter reduction on the sim-
ulation outcomes of these scenarios, which depends on the
sensitivity of the results on the scenario parameters.

Typically, scenario parameters have a physical interpre-
tation. However, Generative Adversarial Networks (GANs)
offer a technique that does not rely on such parameters [16].
GANs have also been applied in the automotive domain [17],
[18]. It is important to note that GANs still use parameters,
known as “latent variables”, which lack physical meaning.
This essentially makes GANs another parameter reduction
technique. Therefore, with GANs, it is still necessary to
evaluate whether the automatically determined parameters
are suitable.

III. METHOD

Due to the diverse range of scenarios, parameters relevant
to one type of scenario may not be applicable to another. To
differentiate between various types of scenarios, we assume
that all scenarios — which are quantitative descriptions —
can be categorized into one or more scenario categories, with
scenarios within the same scenario category being parame-
terized similarly. Here, a scenario category can be seen as
the qualitative counterpart of a scenario. This assumption
does not limit the applicability of the proposed methodology,
although it may require many scenario categories to cover all
scenarios. We will denote a scenario category by C.

The main idea of the presented method is to compare the
simulation outcome of a non-parameterized scenario with
the simulation outcome of the corresponding parameterized
scenario. It is important to note that assumptions are also
made for the non-parameterized scenario since it is being
modeled. For instance, a specific sample frequency is cho-
sen. Additionally, each simulation inherently includes limi-
tations and simplifications of reality. When parameterizing
a scenario, additional assumptions are made to simplify
its representation. The objective of the proposed method
is to examine whether the additional assumptions used for
parameterizing the scenario can be justified.

To formalize the method, let R(S) ∈ {0, 1} denote the
outcome of the simulation of scenario S, where R(S) =
1 indicates a failure according to a particular criterion and
R(S) = 0 indicates a pass according to the same criterion.
For example, R(S) = 1 indicates that a collision happened,
while R(S) = 0 means that the simulation finished without
a collision. In the case study in Section IV, two additional
examples are considered.

To examine the parameterization, a set of non-
parameterized scenarios belonging to scenario category C is
needed. For this work, we assume that such a set is available.
One approach to obtain these scenarios is to extract them
from real-world data. A method for identifying scenarios
belonging to C is detailed in [19]. This method involves two
steps: First, tags are used to describe activities, such as lane
changing and braking, and statuses, such as “leading vehicle”
and “driving slower”. Each tag is typically associated with
an object and includes a start and end time. Second, by
searching for a specific combination of these tags that define
the scenario category C, the start and end time of the
scenarios can be identified.



To measure the influence of the parameterization on the
simulation outcome, we compare R(S) with R(S′), where
S′ denotes the parameterized version of S. A True Positive
(TP) is noted when R(S) = R(S′) = 1. If R(S) = 1 and
R(S′) = 0, a False Negative (FN) is reported while R(S) =
0 and R(S′) = 1 indicates a False Positive (FP). The recall
is the ratio of the number of TPs and the total number of fails
when considering the non-parameterized scenarios (TP+FN)
and the precision is the ratio of the number of TPs and the
total number of fails when considering the parameterized
scenarios (TP+FP). To quantify the influence, we will look
at the F1 score, which is the harmonic mean of the recall
and the precision:

F1score = 2 · Recall · Precision
Recall + Precision

.

IV. SETUP CASE STUDY

The scenarios will be discussed first. Next, we will men-
tion the four different models that are used in this case study
in Section IV-B. Section IV-C lists the three test criteria
that are used. Finally, Section IV-D presents the different
parameterizations.

A. Scenarios

Following UN R157, three different scenario categories
are considered: cut-in, cut-out, and LVD. To obtain the non-
parameterized scenarios belonging to these scenario cate-
gories, the HighD data set [20] is chosen. The data consists
of trajectories of cars and trucks at six different locations
on German motorways obtained using video footage from
drones.

To obtain the scenario data, each of the more than 100 000
vehicles is treated as an ego vehicle once. I.e., from the total
data set, more than 100 000 smaller data sets are created,
where each of the smaller data sets contains a single ego
vehicle and trajectory data relative to the ego vehicle as if
the other vehicles are perceived from the ego vehicle. It is
assumed that the ego vehicle can see all of its surrounding
vehicles within a distance of 100m. Each of the smaller data
sets stops whenever the ego vehicle is 100m from its final
position; this is done to avoid the sudden disappearance of
vehicles in front of the ego vehicle, as these vehicles would
be out of view of the drone camera. In total, this resulted in
109 986 data sets with a single ego vehicle.

From the data, 2992 cut-ins have been found. For this
study, we consider only those cut-ins where the speed of
the vehicle cutting in is less than 95% of the ego vehicle’s
speed and the Time Headway (THW) is less than 2 s. This has
resulted in 362 cut-ins being used for the experiment. In total,
3069 cut-outs have been identified. When considering only
those cut-outs with another vehicle in front of the vehicle
cutting-out that is slower than the ego vehicle, only 819 cut-
outs were left. We have found 20 351 LVD scenarios. To
limit the number of LVD scenarios for the experiment, only
the 482 LVD scenarios in which the deceleration exceeded
2m/s2 have been considered.

B. Models

To demonstrate that the influence of the parameterization
depends on the system-under-test, four different driver refer-
ence models are used. For the sake of brevity, these models
will be summarized shortly; for a more elaborate description,
see [21].

The first model is called Reg157 and is based on paragraph
5.2.5.2 of UN R157 that dictates that a collision should be
avoided if the Time To Collision (TTC) is above a certain
threshold. Here, the TTC is the time remaining until two
vehicle collide if they would continue on the same course and
speed [22]. With the Reg157 model, when the TTC becomes
less than a certain threshold (depending on the speed), the
ego vehicle decelerates with 6m/s2 after a reaction time of
0.35 s.

The second model is the Careful and Competent Human
Driver Model (CCHDM), which is defined in Appendix 3 of
UN R157. The ego vehicle with the CCHDM brakes with
a delay of 0.6 s after the TTC is below 2 s. The CCHDM
differs from the Reg157 model in that it assumes different
stages of braking (releasing foot from acceleration pedal
and actual braking, resulting in a deceleration of 0.4m/s2

and 7.59m/s2, respectively) and a linear increase of the
deceleration with a jerk of 12.65m/s3.

The third model is based on [23], which introduces the Re-
sponsibility Sensitive Safety (RSS) model. The RSS model
outlines some constraints that, under specific assumptions,
ensure safety if a vehicle adheres to them. In this case, the
ego vehicle will decelerate as soon as both the longitudinal
and lateral safety distance margins are violated.

The fourth model is the Fuzzy Safety Model (FSM) [24].
Here, the ego vehicle brakes as soon as one of the two
safety metrics are nonzero. The difference with the other
three models is that the FSM allows for only gentle braking.

C. Pass/fail criteria

The influence of the parameterization depends on the
pass/fail criteria that one is interested in. To demonstrate this,
three different pass/fail criteria are used. The first criterion is
that the ego vehicle should not collide. The second criterion
is that the TTC, already mentioned in Section IV-B, should
remain above 1 s. Note that the TTC is only evaluated if
the relative lateral position of the vehicle in front does not
exceed the width of the ego vehicle.

The third criterion is that the Brake Threat Number
(BTN) should remain below 0.8. The BTN describes how
difficult a collision avoidance maneuver by braking is given
a maximum deceleration and jerk. If the BTN is above 1, it is
not possible to avoid a collision, while a BTN of 0 indicates
that there is no threat. For the maximum deceleration and
jerk, we use the same values as for the CCHDM. Since
the original definition of the BTN [25] requires numerical
solving for which convergence cannot be guaranteed up front,
we use the modified version presented in [26]. Similar as for
the TTC, the BTN is only evaluated if the relative position
of the vehicle in front does not exceed the width of the ego
vehicle.



D. Parameterizations

As shown in [21], the initial distance between the ego
vehicle and the other vehicle(s) participating in the scenarios
has a large influence on the outcome. If we would use
the initial distance as observed in the data, there would
be no collision in the simulations as the original data did
not contain any (near-)collision. Therefore, following the
approach in [27], for all scenarios, the initial THW is varied
from 2 s down to 0.2 s in steps of 0.2 s. Consequently, each
of the observed scenarios is simulated ten times with varying
THW.

For the cut-in scenarios, the following parameterizations
are considered:

1) Similar to the parameterization in UN R157, i.e., the
initial longitudinal and lateral velocity of the cutting-
in vehicle (vcx,0 and vcy,0, respectively) and the initial
longitudinal velocity of the ego vehicle (vex,0) are used.
It is assumed that the longitudinal velocity of the
cutting-in vehicle remains constant while the lateral
velocity remains constant until the lane change, with
a width of 3.5m, has been completed.

2) Similar to parameterization 1, but now a constant
longitudinal acceleration/deceleration of the cutting-in
vehicle (acx,0) is assumed, equal to the mean accelera-
tion/deceleration in the non-parameterized scenario. In
case the cutting-in vehicle comes to a standstill, it will
remain stationary.

3) This parameterization is based on [7] and is similar to
parameterization 1, but now the lane change is assumed
to happen instantaneously. As a result, vcx,0 and vex,0 are
the only two parameters.

4) Similar to parameterization 2, but now the lane change
is assumed to happen instantaneously.

5) Following the method from [14], the number of param-
eters are reduced using Singular Value Decomposition
(SVD). The original time series are the lateral position
and longitudinal velocity of the cutting-in vehicle and
the additional parameters are vex,0 and the duration of
the lane change of the cutting-in vehicle. With the
parameter reduction, only d = 3 parameters are used.
Note that SVD is employed by Principal Component
Analysis (PCA) [28], so both SVD and PCA reduce
the dimensionality of data while preserving as much
variability as possible.

6) Similar to parameterization 5, but with d = 4.
7) Similar to parameterization 5, but with d = 5.
For the cut-out scenarios, the following parameterizations

are considered:
a) Mostly similar to the parameterization in UN R157,

i.e., the initial longitudinal and lateral velocity of the
cutting-out vehicle (vcx,0 and vcy,0, respectively) and the
initial longitudinal velocity of the ego vehicle (vex,0) are
used. It is assumed that the longitudinal velocity of the
cutting-out vehicle remains constant while the lateral
velocity remains constant until the lane change, with a
width of 3.5m, has been completed. Whereas UN R157

considers a stationary vehicle in front of the cutting-out
vehicle, we consider a leading vehicle moving with a
constant speed (vlx,0) and an initial distance of D from
the cutting-out vehicle.

b) Similar to parameterization a, but now a constant lon-
gitudinal acceleration/deceleration is assumed for the
cutting-out vehicle (acx,0) and the leading vehicle (alx,0)
equal to the respective mean acceleration/deceleration
in the non-parameterized scenario. In case any of these
vehicles comes to a standstill, it will remain stationary.

c) This parameterization is based on [7] and is similar to
parameterization a, but now the lane change is assumed
to happen instantaneously.

d) Similar to parameterization b, but now the lane change
is assumed to happen instantaneously.

e) Following the method from [14], the number of param-
eters are reduced using SVD. The original time series
are the lateral position of the cutting-in vehicle and
the longitudinal velocity of the cutting-in and leading
vehicles. The additional parameters are vex,0, D, and
the duration of the lane change. With the parameter
reduction, only d = 3 parameters are used.

f) Similar to parameterization e, but with d = 5.
g) Similar to parameterization e, but with d = 7.
For the LVD scenarios, the following parameterizations are

considered:
i) Similar to the parameterization in UN R157, i.e., with

the initial longitudinal velocity (vlx,0), final longitudinal
velocity (vlx,1), and the mean deceleration (ālx) of the
leading vehicle are used. It is assumed that the decelera-
tion is linear. After the deceleration, the leading vehicle
maintains its speed. The initial speed of the ego vehicle
equals vlx,0.

ii) Similar to parameterization i, but now the deceleration
follows a sinusoidal shape [7].

iii) Using the longitudinal velocity over time of the lead
vehicle and the total duration of the deceleration, the
number of parameters are reduced following the ap-
proach in [14]. In total, d = 3 parameters are used.

iv) Similar to parameterization iii, but with d = 4.
v) Similar to parameterization iii, but with d = 5.

V. RESULTS
Table I lists the total number of failures per scenario

category, model, and pass/fail criteria for the baseline simu-
lations, i.e., the simulations of the non-parameterized scenar-
ios. All models experience a substantial number of collisions
in cut-in scenarios. These collisions include instances where
the cutting-in vehicle hits the ego vehicle from the side. In
those cases, the TTC and BTN are never calculated since the
cutting-in vehicle was never in front of the ego vehicle. This
explains why there may be more collisions than simulations
where the TTC is below 1 s.

Table I shows that the Reg157 model and CCHDM
frequently fail the TTC and BTN criteria, with the Reg157
model failing much more often. This occurs because these
models only decelerate when the TTC drops below a certain



TABLE I
NUMBER OF FAILS PER SCENARIO CATEGORY, MODEL, AND PASS/FAIL

CRITERION FOR THE BASELINE SIMULATIONS. IN TOTAL, 3620 CUT-IN,
8190 CUT-OUT, AND 4820 LVD SIMULATIONS ARE PERFORMED.

Scenario Model Collisions TTC BTN

Cut-in Reg157 349 2249 2481
CCHDM 538 457 677
RSS 266 157 329
FSM 387 205 476

Cut-out Reg157 195 4623 4607
CCHDM 65 1219 366
RSS 21 94 65
FSM 23 91 65

LVD Reg157 2202 4819 4819
CCHDM 1303 3221 2482
RSS 6 26 20
FSM 15 32 22
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Fig. 1. F1 scores for the cut-in parameterizations. The distance from
the center represents the F1 score, starting at 0 in the center until a
maximum of 1 at the outer black line. The different lines denote the different
parameterizations as listed in Section IV-D.

threshold. Since both low TTC and high BTN signals a
threat, failing the TTC criterion often results in failing
the BTN criterion. In contrast, the RSS model and FSM
anticipate earlier to threats, resulting in significantly fewer
failures. Another observation is the high number of collisions
for the Reg157 model and CCHDM in LVD scenarios. This
happens because these models do not account for the leading
vehicle’s deceleration, causing them to begin braking too
late.

Fig. 1 shows a radar plot with F1 scores for the cut-
in parameterizations. Adding acceleration as a parameter
(acx,0) improves the F1 scores (parameterization 2 vs. 1),
though it introduces an extra parameter. However, assuming
an instantaneous lane change by removing parameter vcy,0
results in significantly worse results, except for the TTC and
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Fig. 2. F1 scores for the cut-out parameterizations. Parameterization b
is hardly visible because its results are almost similar to the results of
parameterization d.

BTN criteria with the Reg157 model. Generally, assuming
an instant lane change leads to many FPs (meaning that a
critical TTC or BTN is reached in the parameterized scenario
but not in the non-parameterized scenario) because the ego
vehicle has less time to react in the parameterized scenario.
Consequently, this lowers the precision and F1 score. Excep-
tions are the TTC and BTN criteria with the Reg157 model,
which is highly sensitive to the front vehicle’s acceleration,
making parameterizations 2 and 4 perform best in these
cases. Generally, using the parameter reduction method with
d = 4 (parameterizations 6) or d = 5 (parameterizations 7)
provides the best result in terms of F1 scores.

For cut-out parameterizations, results vary significantly
by model and pass/fail criteria, as shown in Fig. 2. With
fewer collisions, FPs or FNs have a higher impact on the
F1 score. This generally leads to lower F1 scores. The
Reg157 model and CCHDM show low F1 scores for all
parameterizations except b and d because even slight changes
in acceleration/deceleration can alter simulation outcomes.
Parameterizations a and c assume constant speed while
parameterizations e to g contain accelerations, but the pa-
rameter reduction may cause slight deviations in the actual
acceleration/deceleration values.

For the RSS model and FSM, parameterization c reports
an F1 score of almost zero due to the many FNs, resulting
in a low recall. Similarly, parameterizations e and f have
low F1 scores are obtained, suggesting that reducing the
parameterization to d = 3 or d = 5 parameters seems
insufficient.

Fig. 3 displays the F1 scores for the LVD scenarios. All
parameterizations achieve perfect F1 scores for the Reg157
model with the TTC and BTN criteria. Other than that,
however, parameterizations i and ii perform poorly, mainly
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Fig. 3. F1 scores for the LVD parameterizations.

due to many FNs. When parameter reduction is applied (pa-
rameterizations iii to v), the F1 scores improve significantly,
with parameterization v yielding the best results in all cases.

VI. DISCUSSION

In this work, we have demonstrated that scenario pa-
rameterization affects simulation outcomes. Also, different
systems under test and test criteria may require different
parameterizations. Specifically, we have found that the pa-
rameterization used in the UN R157 might not be optimal.
Although not considered in the current study, the level of de-
tail in a simulator also impacts the optimal parameterization;
more detailed simulators likely require more parameters to
describe a scenario. For example, environmental conditions
like precipitation could influence systems, and if modeled,
would need to be considered as scenario parameter(s).

To measure the impact of parameterizations, we have used
the F1 score, which requires both high recall and precision.
Achieving both is generally challenging, so a trade-off is
often made to maximize the F1 score. For safety purposes,
focusing solely on recall might be sufficient, which means
that FPs are not penalized. This approach could result in a
conservative design where a potentially safe system produces
failures due to a low precision.

In addition to considering metrics like the F1 score, recall,
and precision, there are other factors that may influence the
choice of parameterization. For instance, when estimating a
probability density function for the parameters, the number
of parameters plays a crucial role in the accuracy of the
estimation. Generally, the more parameters there are, the
lower the accuracy of the estimation tends to be. Moreover,
having more parameters can make it harder to achieve full
coverage of the parameter space when sampling scenario
parameter values. Thus, even if a parameterization yields a
lower F1 score, a simpler model with fewer parameters might

sometimes be preferable.
We have shown that scenario parameterization can sig-

nificantly influence the simulations outcome, raising the
question of whether to parameterize scenarios at all. In
Section II-A, we have explained the benefits of param-
eterization. However, combining simulations of both pa-
rameterized and non-parameterized scenarios can still be
useful. Replaying real-world, non-parameterized scenarios
provides different insights. In addition, also simulating non-
parameterized scenarios helps monitoring if the parameteri-
zation is still appropriate. Provided that parameterization of
scenarios remain useful, future work involves researching the
potential of additional parameterization techniques, such as
feature selection methods and autoencoders [29].

Four different driver models have been considered in this
work, all aiming to represent a “skilled and attentive human
driver” [6, Annex 4, Appendix 3]. As presented in Section V,
the four different models displayed significant differences
in performance. This study did not focus on evaluating
the actual performance of these models; further research is
necessary to establish a true baseline for an ADS.

VII. CONCLUSIONS

Scenario-based assessment is crucial for evaluating Auto-
mated Driving Systems (ADSs). The United Nations Regula-
tion 157 (UN R157) concerning the approval of Automated
Lane Keeping Systems (ALKSs) recommends a scenario-
based approach to benchmark for ALKSs against “the sim-
ulated performance of a skilled and attentive human driver”.
In this study, we have examined the scenario parameteri-
zations proposed in UN R157 and demonstrated that they
significantly impact simulation outcomes. This paper shows
the need for careful consideration when adopting specific
scenario parameterizations and that the optimal choice of a
parameterization depends on factors like the system under
test and the test criteria. We have proposed a method to
assess the scenario parameterization and, by applying it to
the UN R157 scenarios, identified and tested alternatives
parameterizations that show potential improvements over the
scenario parameterization currently used in UN R157.

Based on the research presented in this work, we rec-
ommend that future amendments to UN R157 include an
additional requirement. Currently, the system’s performance
in parameterized scenarios is compared with the performance
of a human reference model to show that the activated
system does not cause any collisions that are reasonably
preventable. In addition, it should be necessary to justify
that the chosen parameterization of scenarios is appropriate.
This justification should consider the system’s performance,
the type of scenario, and the specific metrics of interest.
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