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Abstract - Perception-based advanced driver-assistance systems (ADAS) are widely applied in modern vehicles
to assist drivers by increasing the vehicle’s safe operation. This perception-based component usually has the ad-
vantage of perceiving the environment with high accuracy through modern deep-learning (DL) models embedded
in the vehicle. However, testing and validating DL-based perception functions for safety-critical autonomous sys-
tems is a crucial task. The reason is that accurate DL models applied in computer vision tasks still fail in scenarios
where humans perform well. Besides, the huge space of combinations between pixels and other sensor values is
still an open problem. It brings important challenges such as scenario generation relevance, scenario coverage,
resource-hungry graphical processing, the stochastic nature of the DL model outputs, and so on. Besides, we
still have other challenges such as decreasing the amount of manual work in tasks for preparing the tests and
evaluations (e.g., translating from object domain design specifications and requirements to generated concrete
scenarios). Therefore, we present a framework for testing and validation of perception-based ADAS that imple-
ments solutions for the aforementioned challenges. Moreover, this framework is based on ongoing European R&D
projects such as SUNRISE, and automotive industry expertise.
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Introduction
State-of-the-art DL models are widely applied to sev-
eral domains such as public policy (Ferreira, et al.,
2017), power utility (Dal Pont, et al., 2019), and also
in safety-critical tasks such as surgical robots (Mar-
cus, et al., 2024) and self-driving cars (Ganesan,
et al., 2024). However, perception-based DL mod-
els tend to have problems such as ghost detec-
tions (Bogdoll, Nitsche, and Zöllner, 2022), misclassi-
fications (Ferreira, et al., 2023), or even being blind to
the presence of new objects (Sabokrou, et al., 2018).
Hence, testing and validating these perception func-
tions is important, especially if we want to find corner
cases that lead to hazards at runtime. Moreover, as
explained by Hoss, Scholtes, and Eckstein (2022),
the realization of safety-oriented perception testing
remains an open issue since challenges concerning
the three testing axes: (1) test criteria and metrics,
(2) test scenarios, and (3) reference data, and their
interdependencies currently do not appear to be suf-
ficiently solved in the literature.

In the literature, several works are dedicated to sim-
ulation but due to the complexity of each part of a
simulation chain, mostly of these works focus on spe-
cific parts of the simulation such as finding safety
violations on control (Li, et al., 2020), system spec-
ifications (Zapridou, Bartocci, and Katsaros, 2020),
error space exploration (Singh, et al., 2021), path
planning (Arcaini, et al., 2021), and driving coverage-
based scenes generation (Hu, et al., 2021). Despite
the scarcity of complete solutions, we still find recent
works focusing on perception-based ADAS, such as
presented by Putter, et al. (2023). The authors pro-
posed a validation and safety assessment strategy

for a perception-based crash severity prediction func-
tion. They apply ISO 26262 and ISO/PAS 21448
standards (Kirovskii and Gorelov, 2019) and test it
in a data-driven scenario-based testing approach.

Figure 1: SUNRISE safety assurance framework.

The difference between our framework and related
works is that we developed a complete framework
from ODD parsing up to the deployment simula-
tion. This approach is supported by recent testing
object-based environment perception for safe au-
tomated driving studies (Hoss, Scholtes, and Eck-
stein, 2022) and based on the ongoing European
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Horizon 2020 project called SUNRISE (safety assur-
ance framework for connected and automated mo-
bility systems) †, illustrated in Figure 1. Our frame-
work extends the purpose of the SUNRISE project
since we tackle the safety assurance of automated
vehicles of Levels 4 and 5 instead of 2. Such ex-
tension increases the difficulties of implementation
because the environmental perception of such AVs
is subject to uncertainties (Hoss, Scholtes, and Eck-
stein, 2022).

This work is organized as follows: Section “Methodol-
ogy”, explains the concepts applied in our approach
and the implementation’s architecture. Afterward, we
detail the three main aspects of the architecture of
our approach and introduce its main functionalities.
In Section “Results”, we show the first results and the
insights provided by them. In Section “Conclusion”,
we present our final considerations.

Methodology
To harmonize the virtual validation framework imple-
mentation, collaborative work among the SUNRISE
project enabled the definition of the main subsys-
tems to cover all the aspects of the virtual valida-
tion pipeline. In Figure 1, we illustrate the reference
methodology developed on the SUNRISE safety as-
surance framework. An illustration of each part of the
final implemented architecture is shown in Figure 2.
We use the Carla simulator (Dosovitskiy, et al., 2017)
since it is open-source and is widely adopted in the
industry and academia. All interfaces are connected
by ROS 2 for easy integration and sharing among dif-
ferent simulators and systems.

Figure 2: Logical implementation of our framework.

The framework is connected to the CARLA simula-
tor as an external module. The simulation manager
controls the communication between the other sub-
systems (e.g., the system under test, simulation en-
vironment, etc). The main subsystems are presented
as follows:

System under Test: It contains all the elements ex-
istent in the ADAS. It includes sensors (e.g., cam-
era and lidar), perception functions (e.g., camera and
lidar processing, fusion algorithms), planning algo-
rithms, control and act strategies (e.g., lane keep as-
sistant, and active cruise control), and vehicle dy-
namics.

† https://ccam-sunrise-project.eu/

Simulation environment: It creates the environ-
ment in which the ADAS will be tested. It contains
a set of environmental conditions and is linked to the
traffic agents subsystem.

Test case manager: It manages inputs (e.g., ODD
and test scenarios), and outputs of the simulation
framework. It is also responsible for parsing prede-
fined test requirements to test scenarios in the simu-
lation framework.

Traffic agents: It provides control of dynamic ele-
ments surrounding the ego vehicle in the simulation.
This part implements behavioral and control models
of the traffic participants that can belong to different
description levels.

Setup and configuration: It contains all necessary
configurations, libraries, and internal parameters to
perform the simulation.
Besides, we have also a dedicated module for eval-
uation and analysis of the results of the simulation.
However, we omitted details of this part since it’s
known to be a huge part of a simulation platform and
it is outside of the scope of this paper.
In the next section, we give general details about the
main parts of our framework: scenario generation,
coverage, and evaluation.

Testing and validation of
perception-based ADAS
In this section, we briefly explain how we generate
and evaluate the coverage of scenarios taking into
consideration the huge combination of pixel space,
traffic participants parameterization, and other con-
tinuous parameters existent in a simulation.

Scenario Generation
Scenario simulation is an essential part of testing
since not all DL errors lead to hazards, and most
of the time, the physics of such autonomous sys-
tems need to be considered when searching for haz-
ards (Ferreira, et al., 2022). In this part, we apply a
library called SIMOOD (Ferreira, et al., 2022) that is
dedicated to testing perception functions built with DL
that are integrated within the CARLA simulator.
SIMOOD applies image perturbations during sim-
ulation instead of using it over static datasets as
usually done in the literature (Ferreira, et al., 2021;
Hendrycks and Dietterich, 2019). Since each image
perturbation has several parameters, the number of
possible simulations to find a hazard grows exponen-
tially and the time to simulate even a tiny part of these
simulations grows quickly as well.
Integrating SIMOOD into our framework helps to
tackle the two problems mentioned above when gen-
erating graphical scenarios for tests. It uses a two-
step approach. First, it performs a unit testing of the
ML model using a genetic algorithm (Mirjalili, 2019)
on the same dataset applied to train the ML model.
It determines which combination of image perturba-
tions with their respective intensity levels increases
the number of incorrect predictions. Second, the se-
lected perturbations are applied to the simulation to
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verify if they lead to hazards in the system. That is,
SIMOOD takes a set of existing scenarios injects im-
age perturbations selected by a genetic-algorithm-
on-data approach, and posteriorly tests them on sim-
ulations, proving itself capable of turning safe sce-
narios into unsafe ones, which can be analyzed to
improve the system’s safety. Since SIMOOD tries to
find corner cases only in the space of pixels, we still
need to perform the coverage of the other parts of the
simulation, as explained below.

Scenario Coverage and evaluation
Scenario generation coverage: Effective testing of
ADAS requires a wide range of scenarios with differ-
ent weather conditions, traffic densities, road types,
and other environmental factors. Manual scenario
creation is time-consuming and prone to oversight.
Therefore, we use genetic algorithms (GAs) (Yang,
2014) to automate the generation of diverse and
challenging driving scenarios in the CARLA simula-
tor. A simplified example is shown below:
• Scenario Representation: Each driving scenario is

represented as a chromosome in the GA, where
each gene corresponds to a specific scenario pa-
rameter. This allows the algorithm to explore a vast
combinatorial space of potential scenarios.
– Weather conditions: sunny, rainy, foggy
– Time of day: morning, noon, night
– Traffic density: low, medium, high
– Road type: urban, highway, rural
– Pedestrian density: low, medium, high
– Construction presence: none, some, many
– Accident presence: none, minor, major

• Initial Population: An initial population of scenarios
is generated with random values for each param-
eter. For example, we tested with an initial popu-
lation of 20 randomly choosing between the cat-
egories mentioned above (e.g., road type, traffic
density, etc).

• Fitness Function: The fitness function evaluates
each scenario based on its ability to cover diverse
and challenging conditions. More challenging sce-
narios (e.g., foggy weather, nighttime, high traffic)
receive higher scores.

• Selection: It identifies the top-performing scenar-
ios to serve as parents for the next generation.
This ensures that high-quality scenarios are more
likely to contribute to the subsequent population.
We tested with a number of ten parents.

• Crossover and Mutation: New offspring are gen-
erated by combining genes from two parent sce-
narios, facilitating the exploration of new scenario
combinations. Hence, mutation introduces random
changes to some scenarios, maintaining genetic
diversity and preventing premature convergence.
For example, a random choice between [’sunny’,
’rainy’, ’foggy’]. The tested mutation rate for our ex-
periments was set to 0.1.

Finally, the new population is formed by combining
the selected parents and the newly generated off-
spring, ready for the next generation. The process is
iterated over 50 generations to evolve the population
of scenarios to maximize coverage and diversity.

Scenario coverage evaluation: Evaluating the cov-
erage strategy presented above can be achieved us-
ing various algorithms that quantify how well the gen-
erated scenarios cover the desired space of driving

conditions and edge cases. The result is a score be-
tween 0 and 1, where 0 indicates no coverage and 1
indicates full coverage.

We apply a weighted sum of multiple metrics. This
method combines multiple metrics to provide a com-
prehensive coverage score by combining diversity,
parameter space coverage, and edge case inclusion
into a single score. Below, we briefly explain each
one of these metrics:

• Coverage Metric Based on Scenario Diversity :
This method evaluates the diversity of the gener-
ated scenarios and assigns a score based on the
variety and uniqueness of the scenarios. It uses
the Shannon diversity index (Konopiński, 2020)
which can be used to measure the diversity of
scenario parameters. It calculates the proportion
of each unique scenario in the population and as-
signs a higher score to more diverse populations.

• Coverage Metric Based on Parameter Space Ex-
ploration: This method evaluates how well the pa-
rameter space is covered by the generated scenar-
ios. It uses a Parameter Space Coverage (Burrage,
et al., 2014). This metric assesses the extent to
which each parameter’s possible values are rep-
resented in the scenario population. The score is
normalized to the range 0-1.

• Coverage Metric Based on Edge Case Inclusion:
This method evaluates how well the generated
scenarios include critical edge cases. It uses an
approach called Edge Case Inclusion (Bjorklund
and Husfeldt, 2006). This metric assesses the
presence of predefined critical edge cases in the
population and assigns a higher score to popula-
tions that include more of these cases.

Finally, the weighted sum of the metrics is calculated
based on the score of aforementioned metrics mul-
tiplied by importance weights. We calculate the final
weighted sum score ws as follows:

ws = (α ∗ ds) + (ϕ ∗ ps) + (ρ ∗ es)
Where ds means diversity score, ps means parame-
ter coverage score, and es means edge case score. If
we want to give more importance to diversity and the
coverage of parameters than to the search of edge
cases, the weights for each score could be respec-
tively α = 0.4, ϕ = 0.4, ρ = 0.2.

Next, we present results for the scenario generation.

Results
Below, we grouped all results for scenario generation
on one page for easy readability.

Conclusion and future work
In this paper, we presented an ongoing framework
for scenario generation and test case validation for
perception-based ADAS. It combines the expertise
provided by the SUNRISE project and integration
with recent works libraries proposed in the litera-
ture for testing perception functions in AVs. More-
over, we customized and combined traditional ap-
proaches that increase the testing coverage over a
huge search space, covering both the space of pix-
els and the parametric space of traffic participants.
The framework is already integrated with CARLA, an
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Figure 3: Hazards uncovered by applying single image perturbations.
a) An accident due to a unknown object (tree) not detected by the ML model; b) A dangerous stop due to a false
detection (ghost pedestrian) provoked by condensed water on the camera lens; c) An accident due to a known
object (pedestrian) not detected by the ML model when exposed to heavy smoke in the environment.

Figure 4: Hazards uncovered by combining two types of image perturbations.
a) ADAS detects a pedestrian in an environment with light smoke (intensity 0.25); b) ADAS detects a pedestrian
despite a grid dropout failure on the camera sensor (intensity 2); c) A collision due to a failure of ADAS on detecting
a pedestrian when both conditions happen even with smoke transformation having a lower intensity than before.

(a) Grid dropout (1) + smoke (0.3). (b) Smoke (0.3) + grid dropout (1).

Figure 5: Same image perturbations in different order produce different outcomes, uncovering new hazards.
a) ADAS detects a pedestrian in the scenario with the image combination grid dropout + smoke. b) ADAS does
not detect a pedestrian in the same scenario but with image perturbations in inverted order.

open-source simulator for AV, and generates scenar-
ios that lead to hazards during simulation.

Worth mentioning, that due to space restrictions and
confidentiality, we could not add more details about
our solution and provide more results and analysis
from it. However, we provide details on the main parts
of this framework which we believe can provide valu-
able insights to the community.

As a next step, we intend to add an ODD parser
that translates from requirements to logical scenar-
ios to be simulated inside the framework using the
help of large language models (LLM) (Yang, et al.,
2024). For example, applying finetuned LLMs such
as the open-source code llama (Roziere, et al., 2023)
to generate from natural language ODD descrip-

tions to openscenario (Chen, et al., 2022) and open-
drive (Dupuis, Strobl, and Grezlikowski, 2010) files,
ready to be interpreted by the CARLA simulator. New
safety-oriented metrics (Guerin, et al., 2022) can also
be added to enrich the analysis.
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the original Shannonâs formula with unbiased estimator in the
population genetics studies. PeerJ, 8, e9391.

Li, G., Li, Y., Jha, S., Tsai, T., Sullivan, M., Hari, S. K. S., Kalbar-
czyk, Z., and Iyer, R., 2020. Av-fuzzer: Finding safety violations

in autonomous driving systems. In: 2020 IEEE 31st Interna-
tional Symposium on Software Reliability Engineering (ISSRE).
IEEE, pp. 25–36.

Marcus, H. J., Ramirez, P. T., Khan, D. Z., Layard Horsfall, H., Han-
rahan, J. G., Williams, S. C., Beard, D. J., Bhat, R., Catchpole,
K., Cook, A., et al., 2024. The IDEAL framework for surgical
robotics: development, comparative evaluation and long-term
monitoring. Nature medicine, 30(1), pp. 61–75.

Mirjalili, S., 2019. Genetic algorithm. In: Evolutionary algorithms
and neural networks. Springer, pp. 43–55.

Putter, R., Neubohn, A., Leschke, A., and Lachmayer, R., 2023.
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